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Abstract

The recentlydevelopednotion of TCP-compatibilityhasled to a
numberof proposalgor alternatve congestiorcontrol algorithms
whoselong-termthroughputsafunctionof asteady-statossrate
is similar to thatof TCP. Motivatedby the needsof somestream-
ing andmulticastapplicationsthesealgorithmsseenpoisedo take
thecurrenfT CP-dominatednternetto anInternetwheremary con-
gestioncontrol algorithmsco-exist. An importantcharacteristiof
thesealternatve algorithmsis thatthey are slowly-responsivere-
fraining from reactingasdrasticallyasTCPto asinglepacletloss.

However, the TCP-compatibilitycriteria explored so far in the
literature considersonly the static condition of a fixed lossrate.
This paperinvestigateshe behaior of slowly-responsie, TCP-
compatiblecongestiorcontrol algorithmsundermorerealisticdy-
namicnetwork conditions,addressinghe fundamentafjuestionof
whetherthesealgorithmsare safeto deploy in the public Internet.
We study persistentossrates,long- andshort-termfairnessprop-
erties,bottlenecklink utilization, andsmoothnessf transmission
rates.

1. Intr oduction

In the Internets currentcongestioncontrol paradigm,routers
play a relatively passie role: they merely indicate congestion
throughpaclet dropsor explicit congestiomotification. It is the
end-systemshat performthe crucial role of respondingappropri-
atelyto thesecongestiorsignals.This paradigmof passie routers
and active hostshas beenspectacularlysuccessful;the conges-
tion managemennechanismsf TCPdevelopedby Jacobsofl0],
basedon the principles of paclet conseration, slow-start, and
additive-increasé multiplicative-decreas€AIMD) [3], is in large
partresponsibldor the remarkablestability of the Internetdespite
rapid(to saytheleast)growth in traffic, topology andapplications.

Balakrishnanand Bansalwere supportedn partby an NSF CA-
REERAward,by DARPA GrantNo. MDA972-99-1-0014andby
aresearchgrantfrom the NTT Corporation.Bansalwasalsosup-
portedfor asummetby ACIRI.

Permissionto male digital or hard copiesof all or part of this work for
personalor classroomuseis grantedwithout fee provided that copiesare
not madeor distributedfor profit or commercialadvantageandthatcopies
bearthis noticeandthefull citationonthefirst page.To copy otherwiseto
republisho poston senersor to redistrituteto lists, requiresprior specific
permissiorand/orafee.

SIGCOMM’'01,August27-31,2001,SanDiego, California, USA.
Copyright 2001ACM 1-58113-411-8/01/0008.$5.00.

Sally Floyd and Scott Shenker
AT&T Center for Internet Research at ICSI

{floyd,shenkr} @aciri.og

An importantpropertyof the TCP congestiorcontrolalgorithm
is that similarly situatedend-systemseceve roughly equalband-
widths. TCP doesnot assuresquality of bandwidthbetweenend-
systemswith differentround-triptimes,or with multiple congested
hops,or which usedifferentpaclet sizes,but it doesassureusers
that similarly situatedflows using the samepaclet sizeswill re-
ceive roughly the samebandwidth. We will call suchbandwidth
allocationsequitable(to avoid the overloadedterm fair) andit is
thebandwidthallocationgoalthatwe pursuein this paper

Becauseroutersdon't exerciseactive control over bandwidth,
the resultingbandwidthallocationsare a function of the conges-
tion control mechanismsisedby the variousend-systemsBefore
theadwentof the TCP-compatiblgaradigmwhichwe describebe-
low, the only way to reliably achiesze equitablebandwidthalloca-
tionswasfor theend-system® all usethe samecongestiorcontrol
mechanismThus,for fairnessreasonsTCP wasseennot only as
asuficientconditionbut alsoasa necessarypne.

The TCP congestiorcontrol mechanisnproducegapidly vary-
ing transmissiorratesin the way it probesfor sparecapacityand
reactsto congestion.While several classef best-efort Internet
traffic toleratethesevariationsquitewell, otherapplicationsuchas
best-efort, unicaststreamingvideoandaudioarebettersened by
congestioncontrol mechanismshat respondmore slowly to con-
gestionandtherebyproducea smoothebandwidthusageprofile.
Thelnternetcommunityhasstruggledwith thistensiorbetweerthe
uniformity neededso that fairnesscanbe obtained,andthe desire
to meetthe demand=f applicationsfor whom TCPis a far-from-
ideal solution. For multicasttraffic, for example, TCP congestion
controlwould be a particularlybadfit becausét requiresacknavl-
edgement$rom all receiersin themulticastgroup.

A recently proposedresolutionto this dilemmais the TCP-
compatibleparadigmt The cornerstonef this approactis the ob-
senation, madeby a numberof researcherfl1,13,14], thatone
can characterizehe bandwidthusageof a TCP flow in the pres-
enceof a constanipaclet lossrate p; to first orderthe bandwidth
is proportionafto 1/,/p. A congestiorcontrolmechanisnis TCP-
compatibldf its bandwidthusagein thepresencef aconstantoss
rate,is thesameasTCP[11]. The TCP-compatiblgparadigmsim-
ply transformsthe requirementhatall congestiorcontrol mecha-
nismsbe TCPinto thelooserrequirementhatall congestiorcon-
trol algorithmsmustbe TCP-compatible.

This approachis a dramaticchangefrom the earlier notionsof
congestioncontrol. It could take us from an almostexclusively
TCP-controlledworld to one wherethereis no single dominant
congestioncontrol mechanisnmandinsteadthereis a wide variety
of mechanismgailoredto differentapplicationrequirements Al-
readyseveralalternatve congestiorcontrolmechanisméiave been

Thisis alsoknown asTCP-friendlines$11].



proposed,ncluding TCP-FriendlyRate Control (TFRC) [6] and
otherforms of equation-basedongestiorcontrol, AIMD with dif-
ferentlinear constant§rom TCP [20], binomial congestioncon-
trol [2], and TCP Emulationat Recevers (TEAR) [17]. Unlike
TCR suchmechanismsefrainfrom halving their congestiorwin-
dow (or transmissiomate)in responséo a singlepaclet loss,and
aremoreslowlyresponsivéo pacletlosseventscomparedo TCP.
Theseproposalsareno mereacademiexercises:the IETF hasal-
readyadoptedasBestCurrentPracticea documentiscussingand
suggestinglT CP-compatibilityas a requirementfor the standard-
ization of new congestioncontrol proceduredor traffic likely to
competewith best-efort TCP traffic [4]. In addition,the process
of standardizatiorof one mechanisnfor equation-basedonges-
tion controlis alreadyundervay in the IETF, atthe momentasan
Internet-Draft9].

Thus,we arepossiblyon the edgeof a rathersignificantchange
in the setof congestioncontrol mechanismaleplo/ed on the In-
ternet. However, this new approachs basedon a condition—the
TCP compatibility condition—thatrefersonly to the behaior of
the congestiorcontrolmechanisnunderstatic conditions.The In-
ternetis clearly a very dynamicervironment,and certainly static
equivalenceto TCPdoesnotimply dynamicequivalence.Thefun-
damentalquestionwe addresshereis: arethesenew congestion
control algorithmssafeto deploy in the currentinternet? Thatis,
even thoughthey were developedwith the static equivalencein
mind, are they still TCP-compatibleundermore dynamiccondi-
tions?

We addresswo aspect®f this question First,we usesimulation
and analysisto evaluatethe behaior of several TCP-compatible
congestiorcontrolmechanismsinderdynamicconditions;we fo-
cus on persistentpaclet loss rates,long- and short-termfairness
propertiespottlenecKink utilization,andsmoothnessf transmis-
sion rates. We find that most of the TCP-compatiblealgorithms
we studiedappeatto be safefor deployment. While thereare ex-
amplesof algorithmsthat are TCP-compatiblainderstatic condi-
tionsbut thatexhibit unfortunatebehaior in dynamicsettingsthe
algorithmsthat have actually beenproposedmaostly avoided this
problem.However, we find thattwo algorithmsthatarecompatible
understaticconditionsmay not competesquitablyundermoredy-
namicconditions,even over long time-scales.In particular while
slowly-responsie TCP-compatiblealgorithmsare safeto deploy
in thatthey do not mistreatTCP it is alsotrue thatthey may not
always get their equitablesharewhen network conditionschange
dynamically

This leadsto the secondquestion: Why? That is, what as-
pectsof thesealgorithmsareresponsibldor their remainingTCP-
compatibleunderdynamicconditions?We find thatincorporating
the principle of paclet conseration (e.g., by self-clockingtrans-
missionsasin TCP)is crucialin dynamicsettingsto ensuresafety
Theabsencef long-termfairnesslespitestaticTCP-compatibility
is causedy a fundamentatrade-of: in returnfor smoothettrans-
mission rates, slowly-responsie algorithms lose throughputto
fasterones(like TCP)underdynamicnetwork conditions.

The restof this paperdescribegheseresults. The next section
is an overviev of TCP-compatiblealgorithms. We describethe
dynamicexperimentsand scenariosn Section3, andpresentand
explain our resultsin detailin Section4. We concludewith asum-
mary of our findingsin Section5. We discusgherole of timeouts
in AppendixA.

2. TCP-Compatible CongestionControl Algo-
rithms
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Figure 1: A classification of differ ent end-to-end congestion
control algorithms in relation to each other, with specific ex-
amplesin rectangular boxes. This classificationis basedon a
static notion, and our goal is to understand their behavior un-
der dynamic conditions aswell.

In steady-statea long-runningTCP connectionusestwo con-
gestioncontrolmechanismsAIMD, which governsthesizeof the
window, andself-clocking,which useshe principle of paclet con-
senation to decidewhenthe window mustchangeanddatatrans-
mitted. Proposaldor end-to-endcongestiorcontrolmaybe classi-
fied asTCP-equivalentTCP-compatibleor not TCP-compatible
basedon their steady-statdehaior. Basedon their transientre-
sponseto congestion,end-to-endproposalscan be classifiedas
TCP-equvalent,slowly-responsiveor respondindasterthan TCP.

A congestioncontrol algorithm is TCP-equivalentif it uses
AIMD to govern its transmissiorwindow or rate, with the same
increaseand decreaseparametersas TCP. Examplesof TCP-
equivalent schemesnclude various TCP variants,and rate-based
schemedike Rejaieet al.’s RateAdaptationProtocol(RAP) [16].
Becauseof the absencef self-clocking, TCP-equvalentschemes
suchasRAP canhave differenttransientoehaior thanTCP, aswe
discover.

A congestiortontrolmechanisnis TCP-compatiblén the static
sensdor simply TCP-compatiblgif it displayscongestiorcontrol
behaior that,ontime scalef severalround-triptimes(RTTs), ob-
tainsroughly the samethroughputasa TCP connectionin steady-
statewhentheavailablebandwidthdoesnot changewith time. Un-
derconditionsof aninvariantpacletlossratep, thethroughpuof a
TCP-compatiblalgorithmobeys the “TCP-friendly” formulagiv-
ing the sendingrate of a TCP senderunderthe sameconditions.
In this paperwe usethe TCP responsdunction derived by Pad-
hye et al. [14], observingthat even for the staticcase,deriving a
formulathatcorrectlycharacterizethe sendingrateof a particular
TCPimplementatioror modelacrosghe entirerangeof valuesfor
pisanon-trivial chore[18]. It is easyto seethatall TCP-equvalent
schemesrealsoTCP-compatiblebut notvice versa.

Not all TCP-compatiblealgorithmsneedto reactin the same
fashionas TCP on detectingcongestion. A congestioncontrol
mechanismis saidto be slowly-responsivérelative to TCP) if its
window or ratereductionon asinglepaclet lossor congestiomo-
tification is smallerthan TCPR. This slower responseo individual
paclet dropsallows applicationsusing a slowly-responsie con-



gestioncontrol, or SlowCG algorithmto benefitfrom a smoother
sendingrate thanif they had usedTCP’s stratgly. Examplesof
suchalgorithmsincludeequation-basechechanismsuchasTFRC
(TCP-FriendlyRate Control) [6], AIMD-basedmechanismsvith
differentincrease/decreas®nstantsrom TCP, andbinomial con-
gestioncontrolmechanismsA SlowCC algorithmmayor maynot
be TCP-compatibleandconversely Figurel summarizesherela-
tionshipbetweerthesedifferentclasses.

Two otherkey componentof TCP’s congestioncontrol mech-
anismsthat are not reflectedin the above cateyoriesarethe slow-
startprocedureandthe exponentialbacloff of theretransmitimer.
TCP’sslow-startprocedurds a key congestiorcontrolmechanism
thatis notusedin steady-stateyut is critical for transientoehaior
suchastheinitial start-up.The exponentialbacloff of theretrans-
mit timer is critical in modeling TCP’s behaior in ervironments
with very high paclet lossrates,in particularwhena flow’s aver-
agesendingrateis lessthanonepaclet perround-triptime.

An AIMD-basedalgorithmis characterizedby two parameters,
a andb, correspondingdo the increaseanddecreas@arametersf
thealgorithm([8, 20]. After alossevent,the congestiorwindow is
decreasedfom W to (1 — b)W paclets;in the absencef paclet
loss,the congestiorwindow is increasedrom W to W + a pack-
etseachRTT. TCPwithout delayedacknavledgmentss an AIMD
schemewith ¢ = 1 andb = 0.5. ForanAIMD schemeo be TCP-
compatiblea andb arenotindependent—rathes = 4(2b—b?)/3.
Given an equationsuchasthe one above for derving a from b, a
TCP-compatibleAIMD algorithmis completelycharacterizedy
theparameteb; valuesof b < 0.5 correspondo slowly-responsre
AIMD algorithms.We useAIMD(b) to referto a pureAIMD con-
gestioncontrolmechanisnwith parameteb, andwe useTCP() to
referto TCPusingAIMD( b) alongwith theotherTCPmechanisms
of slow-start,retransmitimeouts,andself-clocking.

Bansaland Balakrishnanconsiderbinomial congestioncontrol
algorithms, which are a nonlineargeneralizationof AIMD [2].
Thesealgorithmsarecharacterizety four parametersk, [, a, and
b. Uponcongestionabinomialalgorithmreducests window (rate)
from W to W —bW!, while eachRTT withoutcongestiortleadsto a
window (rate)increasdrom W to W +a/w". A binomialconges-
tion controlalgorithmis TCP-compatibléf andonlyif £ +1 =1
and! < 1, for suitablevaluesof a andb. It is slowly-responsie
for suitablevaluesof @ andb when! < 1. Thetwo specificbino-
mial algorithmsinvestigatedn [2], IAD (k = 1,1 = 0) andSQRT
(k = 1 = 0.5), areboth TCP-compatibleand slowly-responsie.
For binomialalgorithms smallervaluesof  tendto bemoreslowly-
responsie thanlargervalues.

Insteadbf respondingn afixedfashionto eachiossorlossevent,
Floyd et al.’s TFRC respondso the loss event rate as measured
over someintenal of time [6]. In orderto be TCP-compatible,
TFRCusesthe TCPresponsdunctioncharacterizingl CP’s send-
ing rate as a function of the loss event rate and round-trip time.
We let TFRC(k) denotea variantof TFRC that computesthe av-
erageloss event rate over the most recentk loss intenals; the
default TFRC suggestedor deployment correspondsoughly to
TFRC(6)[6,9]. We investigateTFRC() for a rangeof valuesof
k to understandbetterthelimits onthe viable parametersor these
SlowCC mechanismsandderive conditionsfor safedeploymentin
general.

Rheeet al.’s TCP Emulation at Recevers (TEAR) [17] is a
recever-basedvariant of TCP, where the recever maintainsan
exponentially-weightedmoving averageof the TCP congestion
window, anddividesthis by theestimatedound-triptime to obtain
a TCP-compatiblesendingrate. Thus, insteadof changingTCP’s
algorithmsfor computingthe congestionwindow, TEAR keeps

TCP’s congestionwindow algorithmsunchangedand then aver-
agesthe currentwindow. TEAR is TCP-compatibleand slowly-
responsie understaticconditions.

In additionto characterizinghesendingateof theseSlowCCal-
gorithmsgivena steady-statpaclet lossrate,therehasbeensome
explorationof the relative fairnessof thesemechanismsvith TCP
in the presenceof ON-OFF backgroundtraffic and underdiffer-
entlevels of statisticalmultiplexing [6,19]. In addition,the rela-
tive smoothnessf SlowCC proposalhasbeenexplored,with sev-
eral differentmetricsusedto measuresmoothnes$8, 19]. There
hasalsobeensomeinvestigationof the effect of SlowCC propos-
als on queuedynamics,including the effect on oscillationsin the
gueuesize, both with andwithout active queuemanagemenf7].
While therehasbeena preliminaryevaluationof someSlowCC al-
gorithmsto measureaggressivenesandresponsiveneds, 8,19],
we arenotawareof ary systematicstudyof theimpactof SlonCC
mechanismen competingraffic, or of thisimpactasafunctionof
the time constantof the SlowvCC mechanismsTheseareimpor-
tantconsiderationfor widespreadieplo/ment.

Our work systematicallyinvestigatesthe dynamicsof TFRC,
TCPR RAP, andthe SQRT binomialalgorithmundervariableband-
width conditions,using persistentossrates,long- andshort-term
fairnessuytilization, andsmoothnesasmetrics.

3. Dynamic TestScenarios
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Figure 2: Square-wave oscillating bandwidth usedin the simu-
lations.

In thissectionwe describehetestswe performedo evaluatethe
behaior of the various TCP-compatiblenechanismsn dynamic
network conditions. We conductedour experimentswith the ns-
2 network simulator[12]. Our simulationscriptsand resultsare
availableatht t p: //nns. I cs. nmit. edu/ sl owcc/ .

The first setof testsin Section4.1 considersthe responseof
SlowCC mechanismgo a suddenincreasein congestion;in the
simulationstheincreasen congestioris triggeredeitherby acom-
peting CBR flow or by a flash crownd of mary small TCP flows.
We definethe stabilizationtime asthe time for the paclet lossrate
to stabilizeafterthe startof a sustaineceriodof high congestion,
wherethe paclet lossratehasstabilizedif it is within 1.5timesits
steady-statealue at this level of congestion.The key concernis
whetherSlovCC mechanismsesultin a transientperiod of high
paclet drop rates,both for themseles andfor competingtraffic,
aftera suddenincreasdn congestion.We pay particularattention
to the cost of increasedpaclet dropsas a function of the slow-
nessof thevariousSlovCC mechanismsTheunderlyinggoalis to
evaluateary potentialdangersn thedeploymentof SlovCC mech-
anisms,sincetransientperiodsof high drop-ratescould resultin
degradednetwork performancendvery high responsgimes.

In Section4.2.1we studythe effect of changingnetwork con-
ditionsonthelong-termbandwidthfairnessof SlowCC congestion
control. To createdynamicnetwork conditions we usean ON/OFF



CBR sourcewith equalON and OFF times, giving the repeating
“square-vave” patternsof availablebandwidthshavn in Figure2.
Other simulation scenariosinclude “sawtooth” patternsof avail-
ablebandwidth. Thesescenariosare motivatedby concernfor the
behaior of SlowCC in dynamicenvironmentswith flash crowvds
andDoSattacksroutingchangesgcompetitionfrom higherpriority
ON/OFFtraffic, andthe like. However, thesetraffic scenariosare
notintendedto accuratelymodelreality, but to explore andbench-
markthe behaior of SlovCC mechanism# awell-characterized
ervironment. This can be thoughtof as a “stresstest” that ex-
ploresSlowCC congestioncontrol in an extremehostile erviron-
ment. We areparticularlyinterestedn the relative bandwidthfair-
nessof SlowCC mechanismsvith TCP undertheseconditions,as
afunctionof themagnitudeandfrequeng of theoscillationsin the
availablebandwidth.

To measurahetransientfairnessof SlovCC congestiorcontrol,
in Section4.2.2we considertwo flows using the sameconges-
tion controlmechanisnbut startingwith unequakharef thelink
bandwidth,andconsiderthetime until thetwo flows begin sharing
the link bandwidthequitably More formally, we definethe §-fair
corvergencetime asthe time taken by the two flows to go from a
bandwidthallocationof (B — bo, bo) to (12 B, 15° B), andwe
measureghe averaged-fair corvemgencetime Here, bo is a small
amountof bandwidthcorrespondindo 1 paclet per RTT, andwe
assumeB >> bo.

Anotherconcernwith SlovCC congestioncontrol mechanisms
is thatof atemporarilyunderutilized link, resultingfrom the slow-
nessof SlovCC mechanismsn taking adwantageof a suddenin-
creasdn the availablebandwidth.We studylink utilization in this
scenarioin Section4.2.3usinga new metric, f(k). f(k) is de-
fined asthe fraction of bandwidthachieved by a congestioncon-
trol mechanismin the first k¥ RTTs after the available bandwidth
hasdoubled. In addition,we explorelink utilization in a dynamic
environmentwith rapid changesn theavailablebandwidthin Sec-
tion 4.2.4 wherewe study scenariosvith a competingON/OFF
CBRsourceasdescribeaarlier Here,we considelink utilization
asa functionof themagnitudeandfrequeng of theoscillations.

We arealsointerestedn the benefitsof SlowCCs,andin Sec-
tion 4.3weexploretherelative smoothnesef SlovCCmechanisms
in a rangeof dynamicernvironments. The smoothnessnetric for
TFRC hasbeendefinedas the largestratio betweenthe sending
ratesin two consecutie round-triptimes. In Section4.3 we con-
sider smoothnes®ver longer time intervals, without introducing
ary new metricsto quantifythis.

Theresponsiveness a congestiorcontrolmechanisnhasbeen
definedasthe numberof round-triptimesof persistentongestion
until thesendelhalvesits sendingate,wherepersistentcongestion
is definedasthe loss of one paclet per round-triptime [6]. The
responsienesf TCPis 1 round-triptime, andtheresponsieness
of the currentlyproposedl FRC schemegendsto vary between4
and 6 round-triptimes, dependingon initial conditions[6]. One
of the goalsof this paperis to rigorously explore the impact of
SlowCC congestioncontrol mechanismswith a rangeof respon-
sivenessneasuresThus,weexploreTFRC(k) for k£ rangingfrom 1
to 256. Similarly, we explore TCP(1 /b) for b from 1 to 256. We de-
fine RAP(1/b) andSQRT(1/b) asthe TCP-compatiblénstance®f
thosecongestiorcontrol mechanismsvith multiplicative decrease
factorb, andexplorethosemechanismgor asimilarrangefor b. We
notethat, just asstandardr CPis equialentto TCP(1/2),standard
RAPis equialentto RAP(1/2). While RAPis TCP-equvalent,this
is nottruefor RAP() for valuesof b otherthan1/2.

All of ourexperimentsiseasingle-bottleneckdumbbell” topol-
ogy with RED queuemanagemergat the bottleneck.Unlessother
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Figure 3: The drop rate for several SlowCC algorithms whena
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the various SlowCC algorithms asa function of the algorithm’s
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wise mentionedthe queuesizeis setto 2.5 timesthe bandwidth-
delayproduct,andthe min_thresh andmax_thresh parameters
aresetto 0.25and1.25timesthebandwidth-delayproduct respec-
tively. The round-triptime (RTT) for the connectionds approxi-
mately50ms. Eachsimulationscenariancludesdatatraffic flow-
ing in bothdirectionson the congestedink.

4. Results

In this section,we discussthe resultsof our experiments. We
start by investigatingthe potential dangerof slowly-responsie
TCP-compatiblalgorithmsin termsof increasegacletlossrates,
anddiscusawaysof reducingthis danger We thendiscusstwo ad-
ditional potentialdravbacksof thesealgorithms: unfairnesswith
respectto TCP and potentially sub-optimalbottleneckutilization.
Finally, we discussthe benefitsof thesealgorithmsin terms of
smoothtransmissiomatesunderdynamicnetwork conditions.

4.1 *“The Ugly”: Potential Dangersof Slowly-
Responsve Algorithms

By definition,SlonCCmechanismsespondslowly to reductions
in the availablebandwidth.As a consequencealespitebeing TCP-
compatibleunderstaticconditions,a SlovCC mechanisntouldin
factcausehigh paclet lossratesfor extendedperiodsof time. This
is agrave concernpbecaus@ersistenthhigh dropratesresultin an
unnecessargiecreasén throughputandanunnecessarincreasen
responséimesfor the flows traversingthelink.

4.1.1 A CompetingCBRSouce

Our first experimentinvestigateshe performanceof different
TCP-compatibleSIowCC algorithms when confronted with an
abruptreductionin the available bandwidth. We usetwenty long-
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Figure 5: The stabilization costfor the various SlowCC algo-
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lived SlowCC flows, with changesin bandwidth being orches-
tratedby an ON/OFF CBR sourcethat startsatt = 0s, stopsat
t = 150s, andrestartsatt = 180s. Whenit is on, the CBR
sourceusesone-halfof the bandwidthof the bottlenecklink. The
bottleneckusesRED queuemanagemerandtraffic sourcesasde-
scribedin Section3. During thet = (0, 150)s interval, we mea-
surethe averagepaclet lossratein the queue.Becausdhe queue
usesFIFO schedulingwith RED queuemanagementall connec-
tions seesimilar lossrates. Whenthe CBR sourceis idle between
t = (150, 180)s, the pacletdroprateis negligible. Whenthe CBR
sourcestartsagainatt = 180s, the network hasa transientspike
with a paclet drop rateof roughly 40%for at leastoneround-trip
time, until end-to-enccongestiorcontrol canbegin to take effect.
The network thengraduallyreturnsto the samesteady-statelrop
rateasduringthet = (0, 150)s intenal. Figure3 shavs the drop
ratefrom several simulationsusingSlowCC mechanismsvith very
slow responséimes.

For eachSlowCC algorithm,we definethe stabilizationtime as
thenumberof RTTs, aftera periodof high congestiorbegins, until
thenetwork lossratediminishegto within 1.5timesits steady-state
valuefor this level of congestion.In thesesimulationsthe period
of high congestiorbegins at time 180, and the steady-stat&rop
ratefor thatlevel of congestioris given by the drop rate over the
first 150 seconds.Clearly the stabilizationtime will be different
from onescenariado another;the purposeof the metricis to com-
parethe stabilizationtimesfor differenttransportprotocolsin the
sametraffic scenarioWe calculatethelossrateasanaverageover
the previous ten RTT periods. Longerstabilizationtimesindicate
congestiorcontrol mechanismsvith longer periodsof congestion
following a sudderdecreasén the availablebandwidth.

Figure4 shaws the stabilizationtime for the differentSlovCC
mechanismsFor eachcongestiorcontrol mechanismthe z-axis
shaws the parametery, correspondingo TCP(1/v), RAP(1/7),
SQRT(1/v), andTFRC(y). For example,the parametety = 256
correspondso TCP(1/256)andTFRC(256)respectiely. Notethat
TCP(@/7), RAP(@1/v), SQRI(1/7v), and TFRC(y) arenot neces-
sarily an equivalentcomparisorfor a specificvalue of . Figure
4 shaws thatthereare extremecasesnotably TFRC(256)without
self-clocking, where the stabilizationtime is hundredsof RTTs.
TFRCwithoutself-clockingis thedefaultversionof TFRCin ns-2.

While thestabilizationtime measuretheamountof time it takes
for the lossrateto returnto nearthe previous value, the stabiliza-
tion costincorporatesiot only the time for stabilization,but also
the averagevalue of the lossrate during this stabilizationperiod.
More formally, we definethe stabilizationcostto be the productof
the stabilizationtime andthe averagelossrate(in percentageflur-
ing the stabilizationintenal. The stabilizationcostquantifiesthe

true effectsof persistenbverload;a congestiorcontrolmechanism
with a stabilizationcostof 1 correspondgo an entire round-trip
time worth of pacletsdroppedat the congestedink duringthe sta-
bilization period,whetherthisis from a 100%paclet dropratefor
oneround-triptime, a 50% drop rate for two round-triptimes, or
somethingelse.

Figure5 shavsthestabilizationcostfor differentSlowCC mech-
anisms,shaving that, for large valuesof 4, someof them are
two orders of magnitude worse than the most slowly-responsie
TCP(1/~) or SQRT(1/~) algorithmswe investigated. Note that
theverticalaxisis on alog-scale.Figure5 alsoshaws thatthe sta-
bilization costis acceptablyfow for SlowCC mechanismsvith the
rangeof parametershathave actuallybeenproposedor usein the
Internet.

DoesFigure5 indicatethat SlowCC mechanismsvith largeval-
uesof v, correspondingo very slow responsgand stabilization)
times,cancausepersistentigh paclet lossratesandaretherefore
not safefor deploymentin the Internet?It turnsoutthatthereis in
facta way to improve the stabilizationcostof the RAP(1/v) and
TFRC(y) mechanismsvith large valuesfor .

To understandhe differencebetweenTFRC and RAP on the
onehand,andTCPandSQRT ontheother it is worth askingwhat
mechanismarepresentn oneclassandnotin theother RAP(1/~)
and TCP(l/~) arethe closestof thesealgorithmsin termsof the
increase/decreaseles,with themaindifferencebetweerthembe-
ing the useof a rate variableratherthana window in RAP. The
window-basedTCP(1 /), unlike RAP(1/~), religiously follows
the principle of paclet conseration, beingself-clodked by the ar-
rival of acknavledgmentsfrom the sender In contrastRAP(1/~)
and TFRC(y) arerate-basedthey transmitdatabasedon the rate
determinedby the increase/decreasggorithm,irrespectie of the
numberof acknavledgementseceved. Althoughthey do useac-
knowledgementgo updatetheir sendingrate, datatransmissions
themselesare not directly triggeredby acknavledgmentsbut in-
steadaresentoutbasednthedeterminedate. Theconsequencef
self-clockingis that TCP(1 /) andSQRT(1/+) reducetheir trans-
missionratesdrasticallywhenthe available bandwidthdrastically
decreasessince acknavledgmentsstart arriving only at the rate
currently available to the flow at the bottleneckand the sending
rateis thereforelimited to the bottleneck(acknaviedgment)rate
from thepreviousRTT.

To evaluatewhetherself-clockingis in factthe key differentiator
for thebehaior of the very slow variantsof theseSlowvCC mecha-
nismsin thisscenariowe addedstrongesself-clockingto the TFRC
algorithm. TFRCalreadylimits thesenders sendingrateto atmost
twice therate at which datais receved by the recever in the pre-
viousroundtrip [6]; thisis critical to preventsevereover-shooting,
andemulatesT CP’s slow-startphase To incorporatestrongerself-
clocking in TFRC, we introduceda conser vat i ve_ option to
TFRCin ns-2that, for the round-triptime following a paclet loss,
limits the sendeis rateto at mostthe rateat which datais receved
by therecever in the previous roundtrip (i.e.,the RTT containing
theloss).We call this TFRCwith self-cloking.

In addition, for TFRC with self-clockingwe needto limit the
amountby which the sendingrate canexceedthereceve rateeven
in the absenceof loss. Oncethe sendingrate is reduceddue to
self-clocking, the absenc®f lossesnaycauseT FRCto drastically
increasédts allowed sendingrate (becausef the memoryof good
times),onceagainviolating self-clocking. Therefore whennotin
slow-start,the conser vat i ve_ option pegs TFRC’s maximum
sendingrateto atmosta constaniC' timesthe earlierreceve rate?

*We have experimentedwith variousvaluesof C' andusedC =



Response of SlowCCs to flash crowd of 1000 short flows
2000 T T T T T T

T T T
TCP(1/2) ——

1500 Flash crowd --—--—--— 4

T

1000
500

! { LN PR
0 5 10 15 20 25 30 35 40 45 50
Time (seconds)

0 ! ! !

Response of SlowCCs to flash crowd of 1000 short flows
2000 T T T

'TFRC(éSG, no 1self cloc'k\ng) !
1500 + Flash crowd ------- 4

1000

500

0 5 10 15 20 25 30 35 40 45 50
Time (seconds)

Response of SlowCCs to flash crowd of 1000 short flows
2000 T T T T T T

T

" TFRC(256)
1500 - Flash crowd -----—- 1

1000

3
=}
=}

1 hll 1 Ay P il
10 15 20 25 30 35 40 45 50
Time (seconds)

! !

o
o
o b

Throughput (KBps) (1 sec bins) Throughput (KBps) (1 sec bins) Throughput (KBps) (1 sec bins)

Figure 6: The aggregatethr oughput for long running SlowCC
flows with a flash crowd of short TCP flows at time 25. Note
that self-clockinghelps TFRC(256) becomequite responsve to
the flash crowd.

The pseudo-codéor this extensionto TFRCis asfollows:

CALCULATESENDRATE()
/*
SEND_RATE is theappropriatesendingrate.
CALC_RATE is whatthe equationallows.
RECV_RATE is thereportedreceve rate.
C > lisaconstantl.1in ourexperiments.
*/
if (lossis reported then
SEND_RATE = min(CALC_RATE, RECV_RATE)
elseif (NOT SLOWSTART) then
SEND_RATE = min(CALC_RATE, C'x RECV_RATE)

Thus, after a period of heary lossesin the network, the con-
servat i ve_ option causesTFRC's sendingrate to immediately
reduceto thereportedreceve rate. The resultsof TFRC(256)with
self-clockingareshavn in Figures4 and5. Theimprovementrel-
ative to the original TFRC(256)without self-clockingis apparent;
the stabilizationcostis also small asin TCP. Thesesimulations
weredonewith droptail queuemanagemenaswell anda similar
benefitof self-clockingwasseenin thosesimulationsalso.

4.1.2 CompetinghebFlashCrowd

We alsoexperimentedwith a morerealisticscenariowherethe
dramaticreductionin bandwidthis causedy aflashcrowvd of small
Web transfersratherthana nev CBR source. The flashcrowd is
startedattime 25with astreamof shortTCPtransferg10 paclets)
arriving at a rate of 200 flows/secfor 5 seconds.Figure 6 shavs
the aggrgatethroughputachieved by the small TCP connections
andtheaggregatethroughpubof thebackgroundlownCC traffic for
threedifferentSlowCC traffic types, TCP(1/2), TFRC(256)with-
out self clocking and TFRC(256)with self clocking. From this
figure, the benefitof self-clockingin helping SlovCC respondto

1.1 in theresultsreportedhere. The valuein the NS simulatorfor
TFRC'’s conserative_ optionis C' = 1.5.

theflashcrowd is clear Becausdhe flashcrowd consistsof mary
shortflows in slow-start, the flash crovd grabsbandwidthquite
rapidly regardlesf whetherthebackgroundraffic is TCP(1/2)or
TFRC(256)(with selfclocking).

Our conclusionis thatit is possiblefor certainrate-based CP-
compatiblealgorithmsto causeperiodsof persistentlyhigh loss
ratesunderdynamicconditions.However, systematicallyapplying
the principle of paclet conseration (e.g., by self-clockingtrans-
missions)overcomesthis problemeven for the variantsof these
algorithmsconfiguredwith very slow responsgimes. Thus,while
the possibility of periodsof high paclet lossratesis a significant
concernn somecasesthis concerncanbeeliminatedby following
theprinciple of paclet conseration.

4.2 “The Bad”  Potential Drawbacks of
Slowly-Responsve Algorithms
We now turn our attentionto two potentialdravbacksof TCP-
compatibleSlowCC algorithmsin highly variableervironments:(i)
unfairnesswith respecto TCP andeachother and(ii) potentially
lower bottlenecklink utilization. We study both long- and short-
termfairnessn dynamicervironments.

4.2.1 Long-termFairness
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Figure 7: Throughput of TCP and TFRC flows when the avail-
able bandwidth changesby a 3:1 factor.
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To investigatdong-termfairnessin a rapidly-changingerviron-
ment, we considera somavhat extremescenariowherethe avail-
able bandwidthis periodically increasedo threetimesits lower
value. In this scenario,ten long-lived flows (five TCP and five
TFRC) competewith a “square-vave” CBR source, using the
topologydescribedn Section3. The congestedink is 15 Mbps,
with only 5 Mbps availableto the long-lived flows whenthe CBR
sourceis active. This givesa 3:1 variationin the bandwidthavail-
ableto the long-lived flows. During an extendedhigh-bandwidth
periodin this scenariowe would expectthe paclet drop ratewith
tenlong-lived flows to beroughly0.7%,with anaverageT CP con-
gestionwindow of 14.4paclets.



Square wave (competing TCP and SQRT(1/2) flows)
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Figure 9: Throughput of TCP and SQRT(1/2) flows when the
available bandwidth changesby a 3:1 factor.

Our interestis in the relative fairnessbetweenTCP and TFRC
asa function of the period of the CBR source. In Figure 7, each
columnof marksshaws the resultsfrom a single simulation,with
onemarkgiving the obseredthroughputor eachof thetenflows.
The z-axis shawvs the lengthin secondf a combinedhigh- and
low-bandwidthperiodin thatsimulation,andthe y-axis shaws the
throughputormalizedby a singleflow’s fair shareof the available
bandwidth.Thetwo linesshav theaveragethroughputecevedby
theTCPandthe TFRCflows.

As Figure 7 shaws, overall link utilization is high whenthe pe-
riod of the CBR sourceis low, while the overall link utilization
sufferswhentheperiodof the CBR sources 0.2second$4 RTTs).
Whenthe period of the CBR sourceis betweenone andten sec-
onds,the TCPflows receve morethroughputhatthe TFRCflows,
shawing thatvarying network conditionsfavor TCPover TFRC.

In an effort to find a scenariowhere TFRC might competeun-
fairly with TCP, we alsoran simulationswith a rangeof patterns
for the competingCBR source,include “sawtooth” patternswith
the CBR sourceslowly increasedts sendingateandthenabruptly
enterechnOFFperiod,or reversesavtoothpatternsvherethe CBR
sourceabruptly enteredan ON period andthenslowly deceased
its sendingrate down to an OFF period. The resultswere essen-
tially thesameasin Figure7, with thedifferencebetweenrCPand
TFRC lesspronounced. Theseresultsdemonstratehat thereare
mary dynamicscenariosvhenTCP recevesmorebandwidththan
competingTFRC flows. However, despitemuchtrying, we could
notfind ary scenariosvith varyingbandwidthsn which TFRCre-
ceivesmorebandwidththan TCP in the long-term. Over shortpe-
riods of time, immediatelyaftera reductionin the availableband-
width, TFRCflows maygethigherthroughputhanTCPflows, but
in thelongrun,the TCPflows aremorethancompetitve. Figures3
and9 shaov similar resultswhen TCP competesvith TCP(1/8)or
with SQRT in this dynamicervironment. Although not asagile as
TCR theseSlowCC mechanismsre reasonablypromptin reduc-
ing their sendingratein responseto extremecongestionhowever,
they are obsenably slower at increasingtheir sendingrate when
the available bandwidthhasincreased. Our resultssuggestthat
thereneedbe no concernsaboutunfair competitionwith TCP over
long-termdurationsthatwould prevent SlovCC from beingsafely
deployedin thecurrentinternet.

We obsenred similar trendswhen competingalgorithmswere
subjectedto an even more extreme 10:1 oscillation in the avail-
ablebandwidth—thethroughputifferencewassignificantlymore
prominentin this case. In a nutshell, SlovnCC mechanismdose
to TCP underdynamicnetwork conditionsin thelong run because
their responséo network conditionsis slow; they do notsenddata
fastenoughwhenthe bandwidthis actually available. Thus,two
mechanismghat are TCP-compatibleunder static conditionsdo
not necessarilgompetesquitably evenin thelongterm,in amore
dynamicervironment.In returnfor a smootheisendingrateunder

morestaticconditions SlowCC mechanismpaythepriceof losing
bandwidth relative to TCP, in moredynamicernvironments.

4.2.2 TransientFairness
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We now considerthe effect of SlowCC algorithmson transient
fairnessunderdynamicconditions.We discusshetimefor corver-
genceo fairnesgor two flowsusingidenticalSlonCC mechanisms
but startingat differentsendingrates. Transientfairnesswould be
particularlyimportantfor shortflows, whoseentirelifetime might
be containedn thetransientperiodof corvergenceto fairness.

FigurelOshavstheresultsof simulationswith two TCP () flows
sharinga link of bandwidthB. Let (X1, X») denotethe band-
widths of the first andsecondflows respectiely. We measurehe
é-fair corvergencetime, definedin Section3, for delta = 0.1. We
usea valueof the bottleneckbandwidth,B = 10 Mbps, muchbig-
gerthanbo whichis thebandwidthcorrespondingo 1 paclet/RTT
(our RTT is 50 ms). Thus, the 0.1-fair corvergencetime being
measureaorrespondsoughly to the time taken for aninitial un-
fair allocationof (B, 0) to cornvergeto (0.55B, 0.45B). Figure10
shaws the 0.1-fair corvergencetimesfor two TCP@) flows for a



rangeof valuesof b. If we decreasethelink bandwidthwe would
expectthe corvergencetimesto decreasaccordingly

We useananalyticalmodelwith thesameramework to estimate
the expecteds-fair cornvergencetimesfor pure AIMD( a, b) flows
in an ervironmentwith a steady-statg@aclet mark rate p, when
B >> bo. (For simplicity of discussiorassumehatthisis anen-
vironmentwith Explicit CongestiorNotification (ECN) [15].) Let
Xi and X} denotethe expectedvaluesof the congestiorwindows
of thefirstandsecondlows afterthearrival of thei-th ACK paclet,
andconsiderthe effect of the i + 1-th ACK paclet. Thei + 1-th

ACK belongso flow 1 with probability%{x,., andto flow 2 with
i 1 2
probability Xffx, . After the (i 4+ 1)** ACK, the expectedvalues
1 2
of thetwo congestiorwindows become
i X} a(l —p) z)
X+ — - - —bpX
YT XTI X ( Xi L
and
i X§ a(l —p) z)
X5+ — . 2 — bpX.
2T XTI+ X} ( X; L

respectiely. Theexpectedifferencen thecongestiorwindows of
thetwo flows changegrom

pi = |Xf - X§|

to

Pi+1 =

Xi— Xi—bp < (X1)? (X3)* )‘

Xi+X; Xi+Xi

= pi(1 — bp).

Thus the expectednumberof ACKs neededfor a §-fair alloca-
tion, startingfrom a highly skewed initial allocation,is essentially
log(l_bp)&

Figure11 shavs thenumberof ACKs neededor a d-fair alloca-
tion for variousvaluesof b for § = 0.1 andp = 0.1; othervaluesof
p give almostidentically shapedturves. Note thatthe above anal-
ysisappliesto TCP only for moderateo low loss probabilities,as
it doesnotincluderetransmitimeoutsor accuratelymodel TCP’s
behaior whenmultiple pacletsarelost from awindow of data.

Figure 11 shaws that for valuesof b >~ 0.2 and a drop
rateof 10%, 0.1-fair corvergenceis achieved fairly rapidly, while
for smallervaluesof b convergencetakes exponentially longer
This suggestghat for transientfairness,AIMD(b) for valuesof
b >= 0.2 could give acceptablaransientfairness,while signif-
icantly lower valuesfor b would give unacceptably-longorver
gencetimes.

In Figurel2,we plot the0.1-fair corvergencetimesfor TFRC()
flows for differentvaluesof b. As this figure shawvs, the 0.1-fair
corvergencetime doesnotincreaseaasrapidly with increasedlow-
nessof TFRC flows. This canbe explainedby thefactthatunlike
multiplicative decreasén TCP, TFRC relieson a fixed numberof
lossintervalsto adjustits sendingrateto the availablerate.

4.2.3 Lossin Throughputin a Time of Plenty

Theslow increasaateof SlowCC canresultin alossof through-
put, ascomparedto TCP, whenthereis a suddenincreasen the
bandwidthavailableto a flow. The aggressivenessf a congestion
control mechanismhasbeendefinedas the maximumincreasen
thesendingratein oneround-triptime, in pacletspersecondgiven
theabsencef congestior{8]. For TCP(a, b), the aggressienesds
simply the parameten, while for TFRCthe aggressienesganges

from 0.14to 0.28 paclets/secdependingon whethera TFRC op-
tion calledhistorydiscountinghasbeeninvoked[7].

In this sectionwe considersome of the implications of the
low aggressienessof SlovCC mechanismsn ervironmentswith
a suddenincreasein the available bandwidth. The fundamen-
tal underlyingtradeof in SlowCC mechanismss that, in return
for a smoothsendingrateduring times of steady-stateonditions,
SlowCC mechanismsre slow to take advantageof a suddenin-
creasan the available bandwidth,relative to TCP. The slower the
SlowCC mechanismthe moresluggishit will bein takingadwan-
tageof asudderincreasen the availablebandwidth.This doesnot
in ary way interferewith competingtraffic in the network, but we
believe this sluggishnessvill be a compellingreasonfor applica-
tionsnotto useextremelyslowv congestiorcontrolmechanisms.

To male this concrete,we considerscenarioswith long-lived
flowswherethebandwidthavailableto thoseflowsis suddenlydou-
bled. We define f (k) asthe averagelink utilization (expresseds
afraction)over thefirst k round-triptimesafterthe bandwidthhas
doubled.This link utilization is afunction not only of the conges-
tion control mechanisnandthe numberof round-triptimesk, but
alsoof theround-triptime andthelink bandwidthin paclets/sec.
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Figure 13: Averagelink utilization f(20) and f£(200) for vari-
ousSlowCCs,for alink bandwidth of 10Mbps and around-trip
time of 50ms.

To evaluate f(k), we usea simulationscenariowith tenidenti-
cal flows, all usingthe samecongestiorcontrol mechanismshar
ing a bottlenecklink of 10 Mbps. At time 500 sec.,five flows
arestoppedeffectively doublingthe bandwidthavailableto there-
mainingfive flows. Figure 13 shavs f(20) and f(200), thelink
utilization in the first 20 and 200 round-trip times, respectely,
after the first five flows stopped,for TCP(@/b), SQRT(1/b), and
TFRC) for arangeof parameters. Figure13 shaws thatfor this
scenariowhile TCP achiezes about86% utilization after the first
20 round-triptimes, TCP(1/8)andTFRC(8)achisre 75%and65%
utilization respectiely, shaving the costpaid by SlovCC mecha-
nismsin failing to make promptuseof the newly-available band-
width.

Although slower congestion control mechanismssuch as
TCP(/b) or TFRC@) for b > 8 have not beenproposedor de-
ployment, we investigatethemto illustrate the extremesluggish-
nessof suchmechanism# reactingof anincreasen theavailable



bandwidth. TCP(1/256)and TFRC(256)both receve only 60%
utilization after 20 round-triptimes,andafter200round-triptimes
have only increasedhelink utilizationto 65-70%.\We notethat,for
TFRC, thesesimulationsusethe TFRC implementatiorin the NS
simulatorwith history discounting(a configurableoption, turned
on by default) turnedoff, andthatthis makesTFRC's performance
somavhatworsethanit would be otherwise.This allows usto fo-
cussolely on the part of TFRC that responddo paclet lossrates
andsetsthetransmissiomateaccordingly

For a particularcongestiorcontrolmechanismf (k) canbe de-
riveddirectly from the aggressienessmetric. ConsiderTCP(a, b)
whenthe link bandwidthhasbeenincreasedrom A to 2\ pack-
ets/sec,and let the RTT be Rs. After k& round-trip times with-
out congestion,TCP(a,b) will have increasedits sendingrate
from X to A + ka/R paclets/secfor an averagesendingrate of
X + ka/(2R) paclets/sec.Therefore,f(k) canbe approximated
by 1/2 + ka/(4RX) for TCP@,b).

4.2.4 Lossin Throughputin a Time of Oscillations

Sectiord.2.1consideredherelativelong-termfairnessetween
TCP and SlowvCC in an environmentwith sharpchangesn the
available bandwidth,and Section4.2.3shaved the penalty paid
by SlowCC in beingslow to take advantageof a suddenincrease
in the available bandwidth. In this section,we considerthe over-
all link utilization in anenvironmentof rapidly-changingavailable
bandwidthwhenall of the flows usethe samecongestioncontrol
mechanism.We shav thatin sucha dynamicervironment,if all
of thetraffic consistedf long-livedflows usingSlowvCC, theover
all link utilization canbe someavhat lower thanit would be with
long-lived TCP flows in the sameervironment,dependingon the
natureof thechangesén theavailablebandwidth.We donotpresent
thisasareasomotto deplo/ SlowCC, but asanexplorationof the
possiblecostsof SlowCC in extremeervironments.
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Figure 15: The correspondingpacket lossrate.

To studythis lossin throughputfor SlovCC in anernvironment
with changingnetwork conditions,we usea simulationscenario
with ten identical congestion-controllelows competingwith an
ON/OFFCBR source.The bandwidthavailableto the congestion-
controlledflows variesfrom 15 Mbpsand5 Mbps(i.e.,a3:1ratio)
asthe CBR flow is OFF and ON respectiely. We do not pretend

thatthis is a realistic scenario;however, this simple scenariocan
provide insight into the dynamicsof TCP and of SlowCC in an
ervironmentof changingnetwork conditions.

Figure 14 shaws the effect of the changingavailable bandwidth
on the overall throughput. Three separatesimulation setswere
run, using TCP(1/8), TCR, and TFRC(6)respectiely. The z-axis
shaws the length of the ON andthe OFF periodsfor the compet-
ing CBR flow in secondsandthe y-axis shavs the throughputof
the congestion-controlleflows, asa fraction of the averageavail-
able bandwidth. Eachcolumnshaws the resultsof threeseparate
simulationsusingTCP(1/8),TCP, andTFRC(6). For eachsimula-
tion, the graphshavs the bandwidthof eachflow (asa fraction of
its bandwidthshare) aswell asthe averagebandwidth. Figure 15
shavs the paclet dropratefor the simulationsin Figure14.

As we can seefrom the Figure 14, the period of the compet-
ing CBR flow hasa significantimpacton the overall throughputof
the congestion-controlleflows. For example,whenthe CBR flow
hasON andOFFtimesof 50 ms, throughputs highfor TCP(1/8),
TCR andfor TFRC(6). This shavs that short burstsof compet-
ing traffic are not harmfulto TCP or to SlowCC, astheseshort
burstscanbe effectively accommodatedy the active queueman-
agementt the congestedouter In contrastwhenthe CBR flow
hasON andOFFtimesof 200 ms, four timesthe round-triptime,
a congestion-controlleflow receveslessthan80% of the overall
availablebandwidth whethertheflow is usingTCP(1/8), TFRC,or
TCP
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Figure 16: Effect of 10:1 oscillationsin network bandwidth on
bandwidth utilization of various congestioncontrol algorithms.

Figure 16 shaws thatin a more extreme ervironmentwith re-
peatedl0:1 changesn the available bandwidth,noneof the three
congestiorcontrol mechanismsre particularlysuccessfulbut for
certainfrequencie®f changein the underlyingbandwidth, TFRC
performsparticularlybadlyrelativeto TCR. Thisunderlieghepoint
thatalthoughTCP andSlowCC mechanismsnight performsome-
whatsimilarly in a steady-statenvironment,this is not necessar
ily the casein more extreme conditionswith rapid changes. In
particular an ervironmentwith varying load may resultin lower
throughput(and hence lower link utilization) with SlovCCsthan
with TCPs.

4.3 “The Good”: Potential Benefitsof Slowly-
Responsve Algorithms

The main motivation for the developmentand deplgyment of
SlowCC mechanisméiasbeenthat their sendingrateis smoother
than that of TCP in a steady-stateervironmentwith a reason-
ably smoothpaclet loss process. The smoothnessnetric is de-
fined asthe largestratio betweenthe sendingratesin two consec-
utive round-triptimes. In a steady-statenvironmentwith a peri-
odic paclet droprate, TFRC hasa perfectsmoothnesmetricof 1,
while TCP ) congestiorcontrolhasasmoothnesmetricof 1 — b;
congestioncontrol mechanismghat reducetheir window or rate



in responseo a single drop cannothave perfectsmoothnes$8].

Thefocusof this sectionis to considerthe smoothnessf SlovCC
mechanismén ervironmentswith bursty loss patterns.With such
bursty pacletlosspatterngherelative smoothnessf variousTCP-
compatiblecongestioncontrols becomeconsiderablymore com-
plex.
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Figure 17: TFRC (top) and TCP(1/8) (bottom) with a mildly
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Figure 18: TFRC (top) and TCP(1/8) (bottom) with a more
bursty losspattern.

While the averagingof the loss rate in TFRC gives greater
smoothness steady-stater in mildly burstyconditions thissame
averagingof the loss rate resultsin very poor smoothnesgrom
TFRC in othermorebursty conditionsthat exploit TFRC's slow-
nesgo forgetaboutpastconditions.Figuresl7 and18 shav TFRC
andTCP(1/8)in two carefullydesignedcenariosntendedo illus-
tratethe bestandthe worst, respectiely, in TFRC’s smoothnes
thefaceof bursty pacletlosses.

The simulationsin Figure17 eachshav a singleflow subjected
to arepeatingosspatternof threelossesgachafter 50 paclet ar-
rivals,followedby threemorelossesgachafter400pacletarrivals.
For eachgraphthe solid line shavs the sendingrateaveragecdover
0.2-secondhtervals,andthedashedine shavsthesendingateav-
eragecdover one-secondhtenals. At the bottomof eachgraphis a
markfor eachpaclet drop. This losspatternis designedo fit well
with TFRC’s mechanismof averagingthe loss rate over roughly
six successie lossintenals, sothat TFRC maintainsa steadyesti-
mation of the paclet loss rate even with this bursty loss pattern.
As Figure 17 shavs, TFRC in this ervironmentis considerably
smootherthan TCP(1/8),and at the sametime achieves a slightly
higherthroughput.

In contrast,the more bursty loss patternin Figure 18 is de-
signedto bring out the worstin TFRC in termsof both smooth-
nessandthroughput.Thesesimulationsusearepeatingosspattern
of a six-secondow-congestiorphasewhereevery 200thpaclet is
dropped followedby a one-secondheary-congestiorphasewhere
every fourth pacletis dropped.The heary-congestiorphasds de-
signedto be just long enoughto includesix lossintervals, so that
TFRC losesall memoryof the earlierlow-congestionperiod. In
contrastthelow-congestiorphasés designedo includeonly three
or four lossintervals, not enoughto totally supplantthe memory
of the heary-congestiomphase. The consequences that, for this
scenario,TFRC performsconsiderablyworsethan TCP(1/8),and
indeedworsethanTCP(1/2),in both smoothnessandthroughput.
Figure 18 explainswhy TFRC performedbadlyin Figure7, com-
petingagainstTCP for a scenariowith oscillatingbandwidthwith
a period of four to eight seconds.In Figure 18, TFRC performs
worserelative to TCP thanit doesin Figure7. This suggestshat
the greatestifferencebetweenT CP and TFRC throughputoccurs
not whencompetingwith a square-vave CBR source,but with a
CBR sourcewith short ON times and longer OFF times, giving
relatively shortperiodsof high congestion.

An equation-basedongestioncontrol mechanismother than
TFRC,with adifferentalgorithmfor estimatinghelossrate,would
requirea differentloss patternto illustrateits worst performance,
but we would conjecturethatary equation-basechechanisnwill
have a correspondindoss patternthat exploits the weaknessesf
the loss estimationalgorithm, and for which the equation-based
mechanisnwill performbadlyrelative to TCPandto TCP(1/8).

Figure 19 shaws IIAD and SQRT congestioncontrol with the
samemildly burstylosspatternasin Figure17. BecausdlAD re-
ducesits window additively andincreasedts window slowly when
bandwidthbecomesvailable,it achiezessmoothnesatthecostof
throughputyelative to SQRT.

5. Conclusion

Theinappropriatenessf TCP's AIMD for certainclasse®f ap-
plications,includingsomestreamingmediaandmulticast,hasmo-
tivatedthe developmentof alternateslowly-responsie congestion
control mechanismgovernedby the TCP-compatibilityrequire-
ment. However, this requirementis basedon a static notion of
throughputundera steady-statéossrate. Internetconditionsare
dynamic,which leadsus to askif the variousproposedSlowCC
TCP-compatiblealgorithmsare compatibleunderdynamiccondi-
tions aswell. This questionis particularlyimportantasthereis
somejustified scepticismin the communityaboutthe sufficiency
of thestaticrequirementn practice.

We evaluatedsereral recentproposalgor SlowCC algorithms,
including the equation-basedFRC, AIMD-based mechanisms
with differentconstantdrom TCP, binomial algorithms,andRAP
(a rate-basedsariant of TCP AIMD). We considerseveral per
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Figure 19: IIAD (top) and SQRT (bottom) with amildly bursty
losspattern.

formance metrics, including persistentpaclet loss rates, long-
andshort-termfairnessproperties bottlenecklink utilization, and
smoothnessf transmissiorrates. We find that mostof the TCP-
compatiblealgorithmswe studiedappeato besafefor deployment;
eventhe moreslowly responsie onescanbe madeto avoid caus-
ing the network to go into persistenbverloadpersistentossrates
on suddenbandwidthreductionsby incorporatinga self-clocking
mechanismbasedon paclet conseration. However, we alsofind
thatin returnfor smoothetransmissiomates slowly-responsie al-
gorithmslosethroughputo fasterones(like TCP) underdynamic
network conditions. Fortunately this doesnot detractfrom their
deployability becausahey do not take throughputaway from the
deployed baseof TCP connections.We hopethat thesefindings
will helpovercomesomeof the scepticismsurroundinghe beha-
ior of slowly-responsie congestioncontrol algorithmsand move
the Internetfrom an “only-TCP” paradigmto a TCP-compatible
paradigmwheremultiple congestiorcontrolalgorithmsco-exist.
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Appendix

A. Modeling the Role of Timeouts

As mentionecearlier TCP’s retransmitimeoutsarea key com-
ponentof TCP congestioncontrol, and the relative fairnessof
SlowCC congestioncontrol mechanismselies on their ability to

takeinto accounflTCP’stimeoutsaswell asthe AIMD mechanisms.

Here, we shawv that the exponentialbacloff of TCP’s retransmit
timerscanin factbeviewedasanextensionof the AIMD modelto
anenvironmentwith sendingrateslessthanonepaclet perRTT.
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Figure 20: The thr oughput equation for modelswith and with-
out timeouts.

Thedashedine labeled'Reno TCP”in Figure20shavsthe TCP
throughputequation[14] taking into accountthe role of retrans-
mit timeoutsin RenoTCP withoutdelayedacknaviedgmentsThe
solid line labeled“pure AIMD” in Figure 20 shaws the through-
put equationfor a pure AIMD schemewithout timeouts[5]. The
solid line is derived from a simple deterministicnodelwhere,for
a paclet drop-ratep, onein every 1/p pacletsaredropped caus-
ing the sendingrateto be halved. This “pure AIMD” modelof a
sendingrateof abouty/1.5/p paclets/RI T doesnotapplyto TCP
for asendingratelessthanonepaclet perround-triptime (i.e., for
paclet dropratesgreaterthanaboutone-third).

To applythe AIMD modelto sendingrateslessthanonepaclet
per RTT, we assumehat only completepaclets canbe sent,and
that when the sendingrate is lessthan one paclet per RTT, the
sendemaits for a completeinter-paclet intenal beforesendinga
new paclet. In this deterministicmodelwith the available band-
width lessthanonepaclet/RT T, thesendingatecanbedetermined
asfollows. Definestagessuchthatat stateO the sendingrateis one
paclet/RTT, andat statei the sendingrateis 1/2° paclets/RIT, or
onepaclet every 2! RTTs. At ary stageif a paclet is acknavl-
edgedthe senderreturnsto stage0, and immediatelysendsone
paclet. Otherwise the sendethalvesits sendingrate,waiting 2¢+!
RTTs beforeretransmittinga paclet. This halving of the sending
ratein respons¢o apacletdropis thenequialentto anexponential
bacloff of theretransmitimer.

Under this model of transmission et the steady-statepaclet
dropratebep = il Thus,the sendersendsn + 1 pacletsover
2n+1 _1 round-triptimes,with all but thelastpacletdropped This
givesasteady-stateendingratein this modelof:

n+1 ﬁ
1

2n+1_1_2m_1

paclets/RI T. For example,for p = 1/2, we have n = 1, andthe
sendesendgwo pacletsevery threeround-triptimes,for a steady-
statesendingrateof 2/3 paclets/RI'T. Thisis shavn in Figure20
with theshortdashedine labeled’AIMD with timeouts”.We note
thatthis analysigs only valid for paclet dropratesof 50%or more,
while the“pure AIMD” analysiscanapplyto paclet dropratesup
to 33%. The “AIMD with timeouts” line gives an upperbound
for theanalyticbehaior of TCPR, while the“Reno TCP” line gives
a lower bound. The behaior of TCPswith Selectve Acknowl-
edgementd.imited Transmit[1], andECN shouldfall somevhere
betweerthetwo lines.



